Rebuilding a Show Store RAID with the original drives

It is important to note that if a drive fails in the Show Store RAID, it does not
necessarily mean that the drive is faulty. In the vast majority of cases, carrying out
a RAID rebuild using the drives already present is sufficient to fix the fault. We
recommend following this procedure as a first course of action if the RAID is
degraded. Please note, in order to perform the rebuild procedure, a keyboard and
monitor must be connected to the Show Store.

One of the reasons a drive may fail in the RAID, is that the drive may not be
correctly inserted into the RAID controller card. With the Show Store powered off,
you should unplug and firmly replug the failed drive to ensure correct contact with
the RAID controller board. Once this is done, power up the Show Store and press
Alt+3 when you see the RAID drives listed.

} anager ooo
Jware Serial ATA RAID Controller: 95505X-4LP

BIOS: BE9X 3.08.00.004 Firmware: FE9X 3.08.00.016 Slot: 5

BBU Status: Hot Present

Humber of online units: 1, available driwves: B, hot spares: O, offline units: @

Exportable Units:

4 drive 64K RAID 5 1.09 TB (Unit B) DEGRADED
SATA - STI4BUGZONS 372.61 (Port 3) Hot in Use
SATA - STI4BUGZONS 372.61 (Port 2)
SATA - STI4BOUGZOHS 372.61 (Port 1)
SATA - STI4BOUGZONS 372.61 (Port 0)




Once you have entered the RAID BIOS, you will see a warning message displayed
indicating that the RAID is degraded.

Your 3ware controller currently has a degraded disk array
installed. Fault tolerant disk arrays become degraded when
they are missing a member drive. While the array’s data may
be read and new data may be written to it, it is no longer
fault tolerant.

With a degraded array you have three courses of action:
(1) If the array has a drive that is listed as Hot In Use, try
rebuilding the array first. If it still does not work, remowve
the Hot in Use drive and rebuild the array using a new drive.
(2) If one of the member drives is not listed, it may be
unp lugged or it may be broken beyond recognition.
(a) If the drive was simply unplugged, reconnect it and
reboot. If data was written to the array while it
was degraded, you will be required to rebuild it.
(b) Rebuild the array using a new drive. Any data on the
new drive will be overwritten.
(3) Do nothing and run with the array as functiomal, but not
fault tolerant.

Press any key to continue.
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Press any key to get to the next screen, which shows the detected RAID array.

Exportable Units:

m Delete u Ha intai 111 Unit Sett 11195 m

Alt-F1 Alt-a Alt-r Enter
F6 Esc F8 PGUP PGDOWH

With the RAID unit highlighted, press the SPACE bar to select it. There should be an
asterisk (*) to the left of the text when the unit is selected. Press TAB to access the
menus on the bottom of the screen. Select “Maintain Unit” and press the ENTER key.
Select the “Rebuild” option from the menu and press the ENTER key.



Exportable Units:

Configure

UVia Rebuild,; you can regenerate degraded BAID units

- Delete u Ha intai 111 Unit Sett 11195 m

Alt-F1 Alt-a Alt-r Enter
FG Esc ] PGUP PGDOWH

B: If you see the following error message, it means the RAID controller is not
detecting all four drives. Firstly, make sure that the array is selected by checking
that the asterisk is present on the left side of the text “4 drive 64K RAID 5”. If this
is present, make sure that the failed drive is plugged in correctly and reboot the unit.

Exportable Units:

Uerify
Configure
Remove

Select 1 degraded array. If the degraded array is
- missing drives, then also select from available drive.

PGUP PGDOWH



In order for the RAID rebuild to initialise, the RAID controller must see 4 drives

present. If only three are visible at boot, and all four are definitely correctly

connected, the failed drive is faulty and must be replaced. See the section

Rebuilding a Show Store RAID with a replacement drive.
i Manager ooo

3ware Serial ATA RAID Controller: QSSBSH—4L§

BIOS: BE9X 3.08.00.084 Firmware: FE9X 3.08.00.016 Slot: 5

BEU Status: Hot Present
Humber of online units: 1, available drives: B, hot spares: O, offline units: @

Exportable Units:

4 drive 64K RAID 5 1.09 TB (Unit B) DEGRADED
SATA - ST34B06ZONS 372.61 GB (Port 2)
SATA - ST34B06ZONS 372.61 GB (Port 1)
SATA - ST34B06ZONS 372.61 GB (Port &)

In the next screen, select “OK” at the bottom of the screen and press ENTER.

Hote: Rebuilding will occur after all configuration changes are complete
and you have exited the Jware Disk Array Configuration Utility (F8).

Array Being Rebuilt

4 drive 64K RAID 5 1.09 TB (Unit B) DEGRADED
SATA - STI4BUGZONS 372.61
SATA - STI4BOUGZONS 372.61
SATA - STI4BUGZONS 372.61
SATA - STI4BOUGZONS 372.61




The RAID rebuild will be confirmed once the F8 key is pressed. Press the Y key when
prompted to save the configuration.

Exportable Units:
4 drive 64K RAID 5 1.09 TE (Unit @)
DEGRADED REBUILD [

Do you want to save configuration
and exit? [Y¥Y~-N] _

PGUP PGDOWH

This will exit the RAID BIOS and the unit will boot as normal. The RAID rebuild will
not begin until the Show Store has been powered up for 10-15 minutes. Once the
rebuild has started, the failed drive LED should flash red and yellow alternately. All
four drive LEDs will flash green once the rebuild has completed.



Rebuilding a Show Store RAID with a replacement drive

If the RAID controller does not see the failed drive during the Rebuilding a Show
Store RAID with the original drives procedure, or the same drive fails again shortly
after performing this procedure, it is likely that the drive is faulty and will need to be
replaced.

Once the replacement drive is firmly connected to the RAID controller, reboot the
unit. When the RAID drives are listed, press ALT+3 to enter the RAID BIOS.

B 1L Manager ooo
3ware Serial ATA RAID Controller: 95505X-4LP
BIOS: BE9X 3.08.00.004 Firmware: FE9X 3.08.600.016 Slot: 5
BEU Status: Hot Present
Humber of online units: 1, available drives: @, hot spares: O, offline units:

Exportable Units:

4 drive 64K RAID 5 1.09 TB (Unit B) DEGRADED
SATA - ST34B06ZONS 372.61 (Port 2)
SATA - ST34B06ZONS 372.61 (Port 1)
SATA - ST34B06ZONS 372.61 (Port )

Unusable Arrays:

4 drive 64Kk RAID 5 1.09 TB (Unit 1)
SATA - ST3I4BU832HS5 (Port 3)

Once you have entered the RAID BIOS, you will see a warning message displayed
indicating that the RAID is degraded.

Your 3Jware controller currently has a degraded disk array
installed. Fault tolerant disk arrays become degraded when
they are missing a member drive. While the array’s data may
be read and new data may be written to it, it is no longer
fault tolerant.

With a degraded array you hawve three courses of action:
(1) If the array has a driwve that is listed as Hot In Use, try
rebuilding the array first. If it still does not work, remove
the Hot in Use drive and rebuild the array using a new drive.
(2) If one of the member drives is not listed, it may be
unp lugged or it may be broken beyond recognition.
(a) If the drive was simply unplugged, reconnect it and
reboot. If data was written to the array while it
was degraded, you will be required to rebuild it.
(h) Rebuild the array using a new driwve. Any data on the
new drive will be overwritten.
(3) Do nothing and run with the array as functiomal, but not
fault tolerant.

Press any key to continue.

PGUP PGDOWH



Press any key to display the detected arrays. This screen will show the degraded
array, under the title “Exportable Units”, and the replacement drive. If the
replacement drive is listed under the title “Available Drives”, proceed to page 9.
Otherwise, follow the instructions below.

Available Drives:

SATA - S5T34B0B0832NHS 372.61 CB

Exportahle Units:
4 drive 64K FERAID 5 1.09 TB (Unit ©) DEGRADED

F1 Iw

Alt- Alt-a Alt-r Enter
F6 Esc F8

If the replacement drive has previously been installed in another RAID system, the
drive will appear as a separate RAID structure under the title “Unusable Arrays”. In
order to use this drive in the rebuilt RAID, highlight the “Unusable Array” and press
the SPACE bar so that an asterisk (*) appears to the left of the text. Make sure
there is no asterisk to the left of the line under “Exportable units”. Press the TAB key
to access the bottom menu and select “Delete Unit”. Press the ENTER key.

Exportable Units:
4 drive G4k RAID 5 1.09 TB (Unit @) DEGRADED

Unusable Arrays:

Delete Unit Maintain Unit

Alt-a = Enter
Esc




In the next screen, select “OK” and press ENTER.

Hote: Once an array is deleted, its data will become unreadable.

Delete the following disk array(s):

4 drive 64K ERAID 5 1.89 TB (Unit 1)

The replacement drive should now be displayed under the title “Available Drives”.

Available Drives:
SATA - ST34B0EB832HS 372.61 GB

Exportable Units:
H 4 drive 64K RAID 5 1.09 TB (Unit ©) DEGRADED

m Delete Unit Hamtam Unit Settlngs m

Alt-F1 Alt-a Alt-r Enter
FB Esc F8




Highlight the drive displayed under “Available Drives” and press the SPACE bar so
that an asterisk (*) appears to the left of the text. Also, highlight the array
displayed under “Exportable Units” and again press the SPACE bar to have the
asterisk appear. Press the TAB key to access the bottom menus, select “Maintain
Unit” and press ENTER. Select “Rebuild” in the “Maintain” menu and press Enter.

Available Drives:

#*5ATA - ST34BB832HS 372.61 GB

Exportable Units:

Configure
Remove

Uia Rehuild, you can 1‘e_jenerate de_jraded RAID unit5=g

AlLt- Alt-a Alt-r Enter
FE Esc F8 PGUP PGDOWH

Select the “OK” button and press ENTER.

Hote: Rebuilding will occur after all configuration changes are complete
and you have exited the 3ware Disk Array Configurationm Utility (FB).

Drive to Use in Rebuild
SATA - ST34B0B832HS
Array Being Rebuilt

4 drive 64K RAID 5 1.89 TE (Unit B DEGRADED
SATA - S5T34B06Z0HS 372.61
SATA - ST34B06ZENS 372.61
SATA - ST34006ZENS 372.61




In the next screen, press F8 to confirm the rebuild.

Exportable Units:
H 4 drive 64K RAID 5 1.09 TB (Unit @)
DEGRADED REBUILD (03

Alt-a - Enter
Esc PGUP PGDOWH

The next screen informs you that any existing data on the replacement drive will be
lost. Press Y to confirm the upgrade.

Creating or destroying arrays will destroy all existing data on their
member disk drives. Using a drive for a rebuild will overwrite data
on that drive.

Slot #: =] Port 3 ST3400832ZHS

Save configuration and exit? L[Y~-H]

This will exit the RAID BIOS and the unit will boot as normal. The RAID rebuild will
not begin until the Show Store has been powered up for 10-15 minutes. Once the

rebuild has started, the failed drive LED should flash red and yellow alternately. All
four drive LEDs will flash green once the rebuild has completed.
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